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                 Introduction 
 Graphene is a two-dimensional (2D) material, formed of a lattice 

of hexagonally arranged carbon atoms. The term graphene is 

typically applied to a single layer of graphite, although common 

references also exist to bilayer or trilayer graphene. (See the 

introductory article in this issue.) Most thermal properties of 

graphene are derived from those of graphite and bear the imprint 

of the highly anisotropic nature of this crystal.  1   For instance, 

the in-plane covalent  sp2  bonds between adjacent carbon atoms 

are among the strongest in nature (slightly stronger than the 

sp3  bonds in diamond), with a bonding energy  2   of approxi-

mately 5.9 eV. By contrast, the adjacent graphene planes within 

a graphite crystal are linked by weak van der Waals interactions 2

( ∼ 50 meV) with a spacing  3   of  h  ≈ 3.35 Å.   Figure 1  a displays 

the typical ABAB (also known as Bernal) stacking of graphene 

sheets within a graphite crystal.     

 The strong and anisotropic bonding and the low mass of 

the carbon atoms give graphene and related materials unique 

thermal properties. In this article, we survey these unusual 

properties and their relation to the character of the underlying 

lattice vibrations. We examine both the specifi c heat and thermal 

conductivity of graphene and related materials and the condi-

tions for achieving ballistic, scattering-free heat fl ow. We also 

investigate the role of atomistic lattice modifi cations and defects 

in tuning the thermal properties of graphene. Finally, we explore 

the role of heat conduction in potential device applications 

and the possibility of architectures that allow control over the 

thermal anisotropy.   

 Phonon dispersion of graphene 
 To understand the thermal properties of graphene, one must fi rst 

inspect the lattice vibrational modes (phonons) of the material. 

The graphene unit cell, marked by dashed lines in  Figure 1a , 

contains  N =  2 carbon atoms. This leads to the formation of 

three acoustic (A) and 3 N  – 3 = 3 optical (O) phonon modes, 

with the dispersions  4–7   shown in  Figure 1b . The dispersion is 

the relationship between the phonon energy  E  or frequency 

 ω  ( E  =  ħ  ω , where  ħ  is the reduced Planck constant) and the 

phonon wave vector  q . Longitudinal (L) modes correspond to 

atomic displacements along the wave propagation direction 

(compressive waves), whereas transverse (T) modes correspond 

to in-plane displacements perpendicular to the propagation 

direction (shear waves). In typical three-dimensional (3D) 

solids, transverse modes can have two equivalent polarizations, 

but the unique 2D nature of graphene allows out-of-plane 

atomic displacements, also known as fl exural (Z) phonons. 
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 At low  q  near the center of the Brillouin zone, the frequencies 

of the transverse acoustic (TA) and longitudinal acoustic (LA) 

modes have linear dispersions  8   ,   9   of  ω  TA  ≈  v  TA  q  and  ω  LA  ≈  v  LA  q , 

respectively. The group velocities  v  TA  ≈ 13.6 km/s and 

 v  LA  ≈ 21.3 km/s are four to six times higher than those in silicon 

or germanium because of the strong in-plane  sp  2  bonds of 

graphene and the small mass of carbon atoms.  8   –   11   In contrast, the 

fl exural ZA modes have an approximately quadratic dispersion,  8   ,   9   

 ω  ZA  ≈   α q  2 , where   α   ≈ 6.2 × 10 –7  m 2 /s. As we will discuss, the 

existence and modifi cations of these ZA modes are responsible 

for many of the unusual thermal properties of graphene.   

 Specifi c heat of graphene and graphite 
 The specific heat,  C , of a material represents the change 

in energy density  U  when the temperature changes by 1 K, 

 C  = d U /d T , where  T  is the absolute temperature. The specifi c 

heat and heat capacity are sometimes used interchangeably, 

with units of joules per kelvin per unit mass, per unit volume, 

or per mole. The specifi c heat determines not only the 

thermal energy stored within a body but also how quickly 

the body cools or heats, that is, its thermal time constant 

 τ  ≈  RCV , where  R  is the thermal resistance for heat dis-

sipation (the inverse of conductance,  R  = 1/ G ) and  V  is the 

volume of the body. Thermal time constants can be very short 

for nanoscale objects, on the order of 10 ns for nanoscale 

transistors,  12   0.1 ns for a single graphene sheet or carbon 

nanotube (CNT),  13   and 1 ps for the relaxation of individual 

phonon modes.  14   –   16   

 The specific heat of graphene has not been measured 

directly; thus, the short discussion here refers to experimental 

data available for graphite.  17   –   19   The specifi c heat is stored by 

the lattice vibrations (phonons) and the free conduction elec-

trons of a material,  C  =  C  p  +  C  e . However, phonons dominate 

the specifi c heat of graphene at all practical temperatures  19   ,   20   

(>1 K), and the phonon specifi c heat increases with tem-

perature,  17   –   20   as shown in   Figure 2  . At very high tempera-

tures  22   (approaching the in-plane Debye temperature  17   ,   24    Θ  D  ≈ 

2100 K), the specifi c heat is nearly constant at  C  p  = 3 N  A  k  B  ≈ 

25 J mol –1  K –1  ≈ 2.1 J g –1  K –1 , also known as the Dulong–Petit 

limit. Here,  N  A  is Avogadro’s number, and  k  B  is the Boltzmann 

constant. This is the “classical” behavior of solids at high 

temperature when all six atomic degrees of motion (three 

translational and three vibrational) are excited and each car-

ries   1  / 2  k  B  T  energy.     

 At room temperature, the specifi c heat of graphite is 

 C  p  ≈ 0.7 J g –1  K –1 , approximately one-third of the classical 

upper limit.  17   ,   19   Interestingly, this value for graphite at room 

temperature is  ∼ 30% higher than that of diamond because of 

the higher density of states at low phonon frequencies given by 

the weak coupling between graphite layers.  17   A similar behavior 

is expected for an isolated graphene sheet at room temperature, 

when all of its fl exural ZA modes should be thermally excited. 

However, it is possible that these modes could be partly sup-

pressed or their dispersion altered when graphene is in strong 

contact with a substrate (thus lowering the specifi c heat), as 

suggested by experiments investigating epitaxial graphene on 

metals  25   ,   26   and recent theoretical work concerning graphene 

on insulators.  27   

  
 Figure 1.      (a) Schematic of the atomic arrangement in graphene 

sheets. Dashed lines in the bottom sheet represent the outline 

of the unit cell. The areal density of carbon atoms in graphene 

is 3.82 × 10 15  cm –2 . (b) Graphene phonon dispersion along 

the  Γ -to- M  crystallographic direction.  4   –   7   Lines show numerical 

calculations; symbols represent experimental data. Note 

the presence of linear in-plane acoustic modes (longitudinal 

acoustic, LA; transverse acoustic, TA), as well as fl exural 

out-of-plane acoustic (ZA) modes with a quadratic dispersion. 

The latter are responsible for many of the unusual thermal 

properties of graphene. Graphene has a much higher sound 

velocity and optical phonon (OP) energy than most materials; 

by comparison, OPs have energies of  ∼ 0.035 eV in germanium 

and GaAs and  ∼ 0.06 eV in silicon. LO, longitudinal optical; TO, 

transverse optical; ZO, out-of-plane optical.    

  
 Figure 2.      Specifi c heats of graphene, graphite, and diamond, 

all dominated by phonons at temperatures above  ∼ 1 K. Lines 

show numerical calculations;  10   ,   17   ,   21   symbols represent experimental 

data.  19   ,   22   ,   23   The inset indicates that the low-temperature specifi c 

heat of an isolated graphene sheet is expected to be higher 

than that of graphite because of the contribution of low-frequency 

ZA phonons (also see  Figure 1b ). Above  ∼ 100 K, the specifi c heats 

of graphene and graphite should be identical. The inset makes 

use of different units to illustrate a common occurrence in practice 

(e.g., J mol –1  K –1 , or J g –1  K –1 , or J cm –3  K –1 ), but conversion is 

easily achieved by dividing and/or multiplying by the atomic 

mass of carbon ( A  = 12.01 g/mol) or the density of graphite 

( ρ  ≈ 2.25 g/cm 3 ).    
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 At low temperatures ( Figure 2  inset), the 

specifi c heat scales as  C  p   ∼   T d/n   for a phonon 

dispersion of  ω   ∼   q n   in  d  dimensions.  10   ,   21   Thus, 

the low-temperature specifi c heat contains 

valuable information about both the dimension-

ality of a system and its phonon dispersion.  21   

The behavior of  C  p  for an isolated graphene 

sheet should be linear in  T  at very low tempera-

tures when the quadratic ZA modes dominate, 

followed by a transition to  ∼  T    2  behavior due to 

the linear LA and TA phonons  10   ,   20   ,   21   and eventu-

ally by a “fl attening” to a constant as the high 

Debye temperature  Θ  D  is approached, in the 

classical limit ( Figure 2 ). Indeed, numerical 

calculations using the complete phonon dis-

persion  10   ,   21   reveal that, for a wide temperature 

range ( T  < 50 K),  C  p  is linear in  T  for isolated 

graphene, as shown in the  Figure 2  inset. By 

contrast, the specifi c heat of graphite rises as 

  ∼ T    3  at very low temperature (<10 K) due to the 

weak interlayer coupling.  18   In an intermediate 

temperature range (10–100 K), the  C  p  value of 

graphite transitions to  ∼  T     2  behavior because of 

the in-plane linear phonons once the soft  c -axis 

modes are fully occupied.  20   This behavior is 

consistent with graphite having both 2D and 

3D features and is shown in the  Figure 2  inset. 

Calculations  19   and recent measurements  28   have 

also estimated the specifi c heat of the electronic 

gas in graphene at low temperature, fi nding 

values on the order of  C  e  ≈ 2.6  μ J g –1  K –1  at 5 K 

(three orders of magnitude lower than the pho-

non specifi c heat,  C  p , at this temperature). The 

value of  C  e  in graphene is lower than those in 

other 2D electron gases, opening up interesting 

opportunities for graphene as a fast and sensitive 

bolometric detector.  28     

 Thermal conductivity of 
graphene: Intrinsic 
 The thermal conductivity ( κ ) of a material 

relates the heat fl ux per unit area,  Q″  (e.g., in 

W/m 2 ), to the temperature gradient,  Q″  = – κ ∇ T.  The sign in this 

relationship is negative, indicating that heat fl ows from high to 

low temperature. The thermal conductivity can be related to the 

specifi c heat by  κ  ≈ ∑ Cv  λ , where  v  and  λ  are the appropriately 

averaged phonon group velocity and mean free path, respec-

tively.  29   This expression is commonly used under diffusive 

transport conditions, when sample dimensions are much greater 

than the phonon mean free path ( L  �  λ ). (We discuss the ballistic 

heat-fl ow regime in a later section.) For the purposes of heat 

transport, the “thickness” of a graphene monolayer is typically 

assumed to be the graphite interlayer spacing,  3    h  ≈ 3.35 Å. 

 The in-plane thermal conductivity of graphene at room 

temperature is among the highest of any known material, 

about 2000–4000 W m –1  K –1  for freely suspended samples  30   –   32   

(  Figure 3  a–b). The upper end of this range is achieved for 

isotopically purifi ed samples (0.01%   13  C instead of 1.1% 

natural abundance) with large grains,  32   whereas the lower 

end corresponds to isotopically mixed samples or those 

with smaller grain sizes. Naturally, any additional disorder 

or even residue from sample fabrication  42   will introduce 

more phonon scattering and lower these values further. For 

comparison, the thermal conductivity of natural diamond is 

 ∼ 2200 W m –1  K –1  at room temperature  39   ,   43   (that of isotopically 

purifi ed diamond is 50% higher, or  ∼ 3300 W m –1  K –1 ), and 

those of other related materials are plotted in  Figure 3a–b . In 

particular,  Figure 3b  shows presently known ranges of ther-

mal conductivity at room temperature, with the implication 

  
 Figure 3.      (a) Thermal conductivity  κ  as a function of temperature: representative data for 

suspended graphene (open blue circles),  32   SiO 2 -supported graphene (solid blue squares),  33   

 ∼ 20-nm-wide graphene nanoribbons (GNRs, solid magenta diamond),  34   suspended single-

walled carbon nanotubes (SWCNTs, green crosses),  35   multiwalled CNTs (MWCNTs, solid 

orange circles),  36   type IIa diamond (open red diamonds),  37   graphite in-plane (sideways open 

blue triangles),  37   and graphite out-of-plane (upright open blue triangles).  37   Additional data 

for graphene and related materials are summarized in  References 31  and  38 . 

(b) Room-temperature ranges of thermal conductivity  κ  for diamond,  39   graphite (in plane),  31   

carbon nanotubes (CNTs),  31   suspended graphene,  31   ,   32   SiO 2 -supported graphene,  33   

SiO 2 -encased graphene,  40   and GNRs.  34   (c) In-plane thermal conductance  G  per unit cross-

sectional area  A  for graphene and related materials (symbols), compared to the theoretical 

ballistic limit,  G  ball  / A  (solid line).  8   ,   11   ,   41   (d) Expected scaling of thermal conductivity  κ  with 

sample length  L  in the quasiballistic regime at  T  ≈ 300 K. The solid line is the ballistic limit, 

 κ  ball  = ( G  ball / A ) L , and dashed lines represent  κ  estimated with phonon mean free paths as 

labeled (see text), chosen to match existing data for suspended graphene,  32   supported 

graphene,  33   and GNRs  34   from top to bottom, respectively; symbols are consistent with 

panels (a) and (c).    



THERMAL PROPERTIES OF GRAPHENE: FUNDAMENTALS AND APPLICATIONS

1276 MRS BULLETIN • VOLUME 37 • DECEMBER 2012 • www.mrs.org/bulletin

that all lower bounds could be further reduced in more disor-

dered samples.     

 By contrast, heat fl ow in the cross-plane direction (along the 

 c  axis) of graphene and graphite is strongly limited by weak 

interplane van der Waals interactions. The thermal conductivity 

along the  c  axis of pyrolytic graphite is a mere  ∼ 6 W m –1  K –1  

at room temperature,  1   ,   37   as shown in  Figure 3a . Heat fl ow 

perpendicular to a graphene sheet is also limited by weak van 

der Waals interactions with adjacent substrates, such as SiO 2 . 

The relevant metric for heat fl ow across such interfaces is the 

thermal conductance per unit area,  G″  =  Q″ / Δ  T  ≈ 50 MW m –2  K –1  

at room temperature.  44   –   46   This is approximately equivalent to 

the thermal resistance of a  ∼ 25-nm layer of SiO 2   
12   and could 

become a limiting dissipation bottleneck in highly scaled gra-

phene devices and interconnects,  34   as discussed in a later sec-

tion. Interestingly, the thermal resistance, 1/ G″ , does not change 

signifi cantly across few-layer graphene samples  45   (i.e., from one 

to 10 layers), indicating that the thermal resistance between gra-

phene and its environment dominates that between individual 

graphene sheets. Indeed, the interlayer thermal conductance 

of bulk graphite is  ∼ 18 GW m –2  K –1  if the typical spacing 

( Figure 1a ) and  c- axis thermal conductivity are assumed.   

 Thermal conductivity of graphene: Roles of 
edges and substrates 
 Despite its high room-temperature value for freely suspended 

samples, the in-plane thermal conductivity of graphene 

decreases signifi cantly when this 2D material is in contact with 

a substrate or confi ned in graphene nanoribbons (GNRs). This 

behavior is not unexpected, given that phonon propagation in an 

atomically thin graphene sheet is likely to be very sensitive to 

surface or edge perturbations. At room temperature, the thermal 

conductivity of graphene supported by SiO 2   
33   was measured as 

 ∼ 600 W m –1  K –1 , that of SiO 2 -encased graphene  40   was measured 

as  ∼ 160 W m –1  K –1 , and that of supported GNRs  34   was estimated 

as  ∼ 80 W m –1  K –1  for  ∼ 20-nm-wide samples. The broader ranges 

of presently known values at room temperature are summarized 

in  Figure 3b . Although differences could exist between these 

studies in terms of defects introduced during sample fabrication, 

for example, the results nevertheless suggest a clear decrease in 

thermal conductivity from that of isolated (freely suspended) 

graphene, consistent with theoretical predictions.  47   –   49   

 For SiO 2 -supported graphene, the decrease in thermal con-

ductivity occurs as a result of the coupling and scattering of 

graphene phonons with substrate vibrational modes,  16   such 

that the graphene ZA branch appears to be most affected.  27   ,   33   

This decrease is also seen in  Figure 3c , expressed as thermal 

conductance per unit cross-sectional area ( G / A ), which is a more 

appropriate measure when samples approach ballistic heat-fl ow 

limits. For comparison, this fi gure also displays the thermal 

conductance of CNTs  35   ,   36   and the theoretical upper limit of 

scattering-free ballistic transport ( G  ball / A ) as calculated from the 

phonon dispersion.  8   ,   11   ,   41   (Also see the later section on ballistic 

transport.)  Figure 3d  illustrates the expected dependence of the 

room-temperature thermal conductivity on sample length  L  in a 

quasiballistic transport regime, as  L  becomes comparable to or 

smaller than the intrinsic phonon mean free path,  λ  0  ≈ 600 nm. 

When graphene is confi ned in GNRs that are narrower than 

the intrinsic phonon mean free path (width  W    ≤    λ  0 ), phonon 

scattering with boundaries and edge roughness further reduces 

the thermal conductivity  48   ,   49   compared to the cases of suspended 

and SiO 2 -supported graphene. 

 It is relevant to put such thermal properties of graphene 

into context. For comparison, the thermal conductivity of thin 

Si-on-insulator (SOI) fi lms is also strongly reduced from the 

bulk silicon value ( ∼ 150 W m –1  K –1  at room temperature) to 

 ∼ 25 W m –1  K –1  in  ∼ 20-nm thin fi lms as a result of surface 

scattering.  50   This value is further reduced to  ∼ 2 W m –1  K –1  in 

 ∼ 20-nm-diameter silicon nanowires with rough surfaces.  51   At 

comparable linewidths, the thermal conductivity of copper 

interconnects is on the order of  ∼ 100 W m –1  K –1  (a factor of 

four lower than that of bulk copper) based on the Wiedemann–

Franz law that relates the thermal and electrical conductivity 

of metals.  52   In contrast, despite substrate or edge effects, 

graphene maintains a relatively high thermal conductivity in 

2D monolayer fi lms that are atomically thin ( h  ≈ 3.35 Å), a 

size regime where no 3D materials can effectively conduct heat.   

 Thermal modeling of graphene 
 Given that thermal measurements of graphene are challenging 

because of its atomic thinness, modeling and simulation have 

played a key role in developing an understanding of graphene 

properties.  53   Existing methods for modeling thermal transport 

in graphene and GNRs include atomistic techniques such as 

molecular dynamics (MD),  16   ,   27   ,   54   –   60   nonequilibrium Green’s 

functions (NEGF),  61   –   64   and Boltzmann transport equation 

simulations.  9   ,   33   ,   47   ,   49   The following discussion focuses on MD 

simulations, which have provided atomistic insights into graphene 

heat fl ow and have also predicted novel routes for tailoring the 

thermal properties of nanostructured graphene materials.  

 Insights from molecular dynamics 
 MD is a deterministic approach for investigating properties of 

molecular systems that employs empirical interactions between 

atoms as a “force fi eld” and follows classical Newtonian 

dynamics.  65     Figure 4  a schematically illustrates one of the two 

nonequilibrium molecular dynamics (NEMD) methodologies 

that are routinely used to investigate thermal transport in 

graphene or GNRs. In this methodology, atoms at both ends 

are kept fi xed while near-end portions of a few nanometers are 

treated as hot and cold regions. By imposing either constant-

heat-fl ux or constant-temperature boundary conditions in the 

hot and cold regions, a steady-state temperature gradient is 

introduced within the graphene sheet, which is then used to 

estimate the material thermal conductivity.     

 MD simulations have revealed how heat fl ow can be tuned or 

altered with respect to that of pristine graphene by introducing 

atomistic alterations of the honeycomb lattice. Such alterations 

are achieved through vacancies or Stone–Wales defects,  48   ,   59   ,   66   

grain boundaries,  67   ,   68   strain,  69   ,   70   chemical functionalization,  71   



THERMAL PROPERTIES OF GRAPHENE: FUNDAMENTALS AND APPLICATIONS

1277MRS BULLETIN • VOLUME 37 • DECEMBER 2012 • www.mrs.org/bulletin

isotopic impurities (  13  C)  56   ,   57   or substitutional defects,  58   and edge 

roughness  54   ,   55   ,   57   or folding  64   in GNRs, as shown in  Figure 4b . 

Alterations or defects can reduce the thermal conductivity of 

graphene by an order of magnitude or more below its intrinsic 

value, as summarized in   Table I  . Such a reduction in thermal 

conduction could be interesting for thermoelectric applications, 

if the high electronic conduction of graphene can be preserved.  72       

 Another interesting feature predicted by thermal MD simula-

tions of graphene is that of thermal rectifi cation. By analogy with 

electrical rectifi cation in a  p – n  diode, a thermal rectifi er would 

allow greater heat fl ux in one direction than another, that is, 

 Q  BA  >  Q  AB  for the same temperature difference  Δ  T  BA  =  Δ  T  AB  

between its two terminals A and B.  12   Any type of spatial vari-

ability that introduces asymmetry in the phonon density of states 

of the hot and cold regions has been suggested as a key criterion 

necessary for thermal rectifi cation. For graphene, such a feature 

has been identifi ed by MD simulations by introducing either 

shape asymmetry within the nanostructure (such as a thickness-

modulated GNR,  60   tapered-width GNR,  54   ,   73   or Y-shaped GNR  74  ) 

or mass asymmetry through substitution with   13  C isotopes.  75   

In addition, a recent study has also suggested that asymmetry 

in thermal reservoirs is as essential as system asymmetry in 

achieving thermal rectifi cation in any system.  76   No matter how 

it is achieved, the modulation of directional heat fl ux could 

provide novel functionality in future nanoelectronic devices 

such as thermal rectifi ers, thermal transistors, and thermal logic 

gates. 

 Nevertheless, the results of MD simulations should be inter-

preted in the proper context.  38   The main strength of the MD 

approach is that it can be used to analyze the effects of atomistic 

changes on the thermal properties of a nanomaterial ( Figure 4  

and  Table I ). However, MD is a semiclassical technique that 

overestimates the specifi c heat below the Debye temperature, 

 Θ  D . Graphene has a very high Debye temperature, 

 Θ  D  ≈ 2100 K, such that the specifi c heat at room tem-

perature is only about one-third that of the classical 

Dulong–Petit limit ( Figure 2 ). MD results are also 

sensitive to the choice of interatomic potential.  59   ,   77   

Thus, absolute values of thermal conductivity for 

graphene and GNRs calculated by MD span a wide 

range (75–10,000 W m –1  K –1 ; see  Table I ) because of 

differences in interatomic potentials,  59   ,   77   boundary 

conditions, and simulated system dimensions (often 

10 nm or smaller). The effect of system dimensions 

is more challenging in graphene than in other mate-

rials because of the very large intrinsic phonon mean 

free path,  λ  0  ≈ 600 nm (see the next section). Thus, 

MD simulations should generally be interpreted 

based on the relative changes rather than the abso-

lute values of the thermal properties they predict. 

Such changes are listed in the last column of  Table I .   

 Ballistic limit of graphene thermal 
conductivity 
 Whereas the classical regime of large sample size 

( L  �  λ  0 ) suggests a constant thermal conductivity,  κ , and a ther-

mal conductance that scales inversely with length,  G  =  κ  A / L , 

quantum treatment of small graphene devices ( L  �  λ  0 ) reveals 

that the thermal conductance approaches a constant ( G  ball ), inde-

pendent of length,  8   ,   11   ,   41   in ballistic, scattering-free transport. 

Thus, the relationship between conductivity and conductance 

imposes that the effective thermal conductivity of a ballistic 

sample must be proportional to its length as  κ  ball  = ( G  ball / A ) L , 

where  A  is the cross-sectional area,  A  =  Wh.  This is an impor-

tant distinction also made between the  electrical  conductance, 

which reaches a constant value (e.g.,  ∼ 155  μ S in single-walled 

CNTs with four quantum channels  78   ,   79  ), and the electrical con-

ductivity and mobility, which appear to depend on the device 

length in the ballistic regime.  80   ,   81   

 The ballistic thermal conductance of graphene can be numer-

ically calculated  8   ,   11   ,   41   from the phonon dispersion ( Figure 1b ) 

and is shown by the solid line in  Figure 3c . This upper 

ballistic limit can also be approximated analytically  8   as 

 G  ball / A  ≈ 6 × 10 5  T  1.5  W m –2  K –5/2  for  T  < 100 K. The  ∼  T  1.5  depen-

dence arises from the dominance of fl exural ZA modes at low 

temperatures, with a specifi c heat  C   ∼   T  and a phonon dispersion 

with  ω   ∼   q  2 . A comparison with the currently available exper-

imental data in terms of conductance per unit area (symbols 

in  Figure 3c ) reveals that various measurements have 

reached only a fraction of this ballistic limit. For instance, 

10- μ m-long graphene supported on SiO 2   
33   reached  ∼ 2%, and 

2.8- μ m long suspended graphene samples  32   reached  ∼ 25% of 

the theoretical ballistic thermal conductance limit at room 

temperature. 

 The transition of thermal conductivity from the ballistic 

( L  �  λ  0 ) to the diffusive ( L  �  λ  0 ) heat-fl ow regime can be 

approximated through a Landauer-like approach  29   ,   82   as 

 κ ( L ) ≈  G  ball / A [1/ L  + 2/( π  λ )] –1 , where the factor of  π /2 accounts for 

  
 Figure 4.      (a) Schematic of nonequilibrium molecular dynamics (NEMD) methodology 

for examining thermal transport in a GNR. (b) GNR showing different types of defects 

(vacancies, grain boundaries, Stone–Wales defects, substitutional and functionalization 

defects, and wrinkles or folds) that have a profound effect on tuning thermal transport in 

graphene. Also see  Table I .    



THERMAL PROPERTIES OF GRAPHENE: FUNDAMENTALS AND APPLICATIONS

1278 MRS BULLETIN • VOLUME 37 • DECEMBER 2012 • www.mrs.org/bulletin

angle averaging  83   in two dimensions to obtain the backscattering 

length responsible for the thermal resistance. Fitting this simple 

expression to the experimental data in  Figure 3d  reveals phonon 

mean free paths at room temperature of  λ  0  ≈ 600 nm in sus-

pended graphene (also referred to here as the intrinsic mean free 

path),  λ  ≈ 100 nm in graphene supported on SiO 2 , and  λ  ≈ 20 nm 

in GNRs (of width  ∼ 20 nm) supported on SiO 2 . These are some 

of the key length scales needed for understanding graphene 

thermal properties in nanometer-size devices. The ballistic upper 

limit of thermal conductivity in a graphene sample of length 

 L  ≈ 100 nm can now be estimated as  κ  ball  ≈ 350 W m –1  K –1  at 

room temperature. We note that suspended graphene should 

attain >80% of the ballistic heat-fl ow limit in samples shorter 

than  L  < 235 nm, whereas graphene supported on SiO 2  reaches 

this level at  L  < 40 nm, well within the means of modern 

nanofabrication.    

 Thermal properties for applications  
 Devices and interconnects 
 In the context of nanoscale devices and inter-

connects, graphene is often thought to hold 

advantages over other materials because of 

its higher thermal conductivity. Thus, high 

thermal conductivity could suggest very good 

heat sinking and low temperature rise during 

device operation. However, under high-fi eld 

and high-temperature (i.e., typical circuit) 

operating conditions, signifi cant dissipation 

and temperature rise can nevertheless occur 

in graphene devices,  34   ,   84   as shown in   Figure 5  .     

 Self-heating of graphene devices and inter-

connects at high fi eld begins through the emis-

sion of optical phonons (OPs),  86   –   88   similarly to 

the case of CNTs. OPs are strongly emitted at 

applied voltages comparable to or greater than 

their energy ( ∼ 0.16 eV; see  Figure 1b ), although 

smaller biases can also be suffi cient because of 

the long Fermi tail of the electron (or hole) 

distribution. OPs decay on time scales of  ∼ 1 ps 

into lower-energy acoustic phonons (APs).  14   ,   89   

However, given their comparatively large 

specifi c heat, the AP temperature lags behind 

that of the electrons and OPs by  ∼ 1–10 ns 

after a voltage pulse is applied. (This delay also 

depends on the thermal resistance between the 

device and the surrounding environment.  12  ) 

 The pathway of heat dissipation to the 

environment heat sink becomes key in deter-

mining the temperature rise once steady state 

is reached and thus, ultimately, the reliability 

of graphene devices. In other words, despite 

(or perhaps because of ) the excellent intrinsic 

thermal properties of graphene, dissipation 

from graphene devices is often limited by their 

interfaces, contacts, and surrounding materi-

als, which are often thermal insulators such 

as SiO 2 . To illustrate this point,  Figure 5a  shows tempera-

ture profi les recorded by infrared thermal imaging  84   along a 

graphene device on SiO 2  under a constant drain–source bias 

( V  DS  = –12 V) as the gate voltage ( V  GS ) is varied from –5 V 

to 4 V. The complex temperature profi le occurs because the 

carrier density and, thus, the electric fi eld are not constant 

along the device at high bias. Consequently, the temperature 

hot spot marks the location of maximum electric fi eld and 

minimum carrier concentration.  84   

 A schematic of dissipation in a graphene device is shown in 

 Figure 5b , where heat fl ow can occur either into the substrate or 

to the metal contacts.  34   ,   90   The length scale for lateral heat fl ow 

to the contacts is the thermal healing length  L  H  ≈ ( κ  Wh / g ) 1/2 , 

where  W  is the device width,  g  is the thermal conductance 

to the substrate per unit length,  34   and other symbols are as 

previously defi ned. The total thermal conductance  g  includes 

 Table I.      Summary of simulation results for tuning or reduction in thermal conductivity of 
graphene through various atomistic modifi cations (also see  Figure 4 )              

   Reference   κ  of Unmodifi ed 
Graphene or GNRs 

(W m −1  K −1 ) 

 Atomistic 
Modifi cation 

 Degree of 
Modifi cation 

 Tuning or 
Reduction of  κ      

 48  2300 (GNR)  MV, DV  0.1%   ∼ 81%,  ∼ 69%   

 Edge roughness   ∼ 7 Å   ∼ 80%   

 SW dislocations  0.1%   ∼ 69%   

 Mixed SW/DV (50/50)  0.23%   ∼ 81%   

 54   ∼ 670–2000 (GNR)  MV  N/A   ∼ 50%   

 Edge roughness  N/A   ∼ 50%   

 55   ∼ 2500–8000 (GNR)  Edge roughness  N/A   ∼ 60% in GNRs   

 56   ∼ 630–1000  Isotopic 
substitution ( 13 C) 

 25–75%   ∼ 70% at 50%  13 C   

 57   ∼ 670–2000 (GNR)  H passivation  N/A   ∼ 50%   

 Isotopic 
substitution ( 13 C) 

 0–100%   ∼ 35% at 55%  13 C   

 58  3000 (graphene)  N substitution  3%   ∼ 70%   

 Curvature  0–350°   ∼ 25% at 350   

 59  2900 (graphene)  Vacancies  8.25%   ∼ 1000× decrease   

 64  112 (supported GNR)  Folding  3–6 folds   ∼ 30–70%   

 66  N/A  Vacancies  4%   ∼ 95%   

 SW defects  2.3%   ∼ 85%   

 67  2650 (graphene)  GB  22% tilt   ∼ 20% at 5.5°   

 68   ∼ 1500 (graphene)  GB  28% tilt   ∼ 30%   

 69   ∼ 5500 (graphene)  Strain  ±6%   ∼ 45%   

 70  77.3 (zigzag GNR)  Strain  +20%   ∼ 60%   

 74.7 (armchair GNR)  Strain  –10%   ∼ 10%   

 71   ∼ 267–300 (GNR)  Functionalization  10%   ∼ 85%   

    N/A, not available.  
  DV, diatomic vacancies; GB, grain boundary; MV, monatomic vacancies; SW, Stone–Wales.    
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the contribution from the graphene–substrate interface and that 

from any underlying layers (e.g., SiO 2  and Si in  Figure 5b ). For 

typical supporting oxide thicknesses ( t  ox  ≈ 90–300 nm) and 

interfacial thermal conductances  G″ ,  L  H  ≈ 0.1–0.2  μ m. 

 Numerical calculations suggest that only devices shorter than 

 ∼ 3 L  H  ≈ 0.3–0.6  μ m benefi t from substantial cooling through the 

metal contacts.  34   ,   85   For long devices ( L  � 3 L  H ), the dissipation 

occurs almost entirely through the graphene–substrate interface 

(of thermal resistance 1/ G″ ) and through the underlying sub-

strate (e.g., SiO 2 /Si, BN/Si, SiC). For narrow devices ( W  <  t  ox ) 

such as GNRs, a substantial amount of lateral heat spreading 

into the underlying oxide can also play a role,  34   as illustrated 

in  Figure 5c . Finally, for devices that are both long and wide 

( L ,  W  �  L  H ,  t  ox ), the total thermal resistance can be estimated 

simply as  87    R  th  ≈ 1/( G″A ) +  t  ox /( κ  ox  A ) + 1/(2 κ  Si  A  1/2 ), where  κ  ox  and  κ  Si  

are the thermal conductivities of SiO 2  and silicon, respectively; 

 A  =  LW  is the device area; and other variables are as defi ned in 

 Figure 5 . The fi nal term approximates the spreading thermal 

resistance in the silicon substrate, which is assumed to be much 

thicker than both  t  ox  and the graphene device dimensions. We 

note that improved heat sinking can be obtained by placing 

devices on substrates with a thinner supporting insulator  85   or 

higher thermal conductivity, as long as the graphene–substrate 

interface is not the limiting factor.  44   –   46   

 Recent work has also suggested that graphene devices 

might benefi t from thermoelectric (Peltier) cooling at the metal 

contacts,  90   where a substantial difference in Seebeck coeffi -

cient exists. However, it is important to realize that, because of 

the one-dimensional nature of current fl ow, Peltier effects of 

opposite sign will occur at the two contacts, such that one cools 

as the other heats. Thus, additional contact engineering must be 

done to adjust the overall device temperature, 

for example, using asymmetric contacts, from 

the point of view of either geometry (one larger 

contact to sink heat) or materials (two contacts 

with different Seebeck coeffi cients).   

 3D architectures 
 As summarized earlier, because of its 2D nature, 

graphene has very high anisotropy of its thermal 

properties between the in-plane and out-of-

plane directions. Whereas the in-plane thermal 

conductivity is excellent (>1000 W m –1  K –1 ), 

the out-of-plane thermal coupling is limited 

by weak van der Waals interactions and could 

become a thermal dissipation bottleneck. To 

overcome this effect in practice, 3D architec-

tures could incorporate CNT–pillared graphene 

network (PGN) structures,  91   interconnected 

CNT truss-like structures,  92   and networked 

graphene flakes.  93   These 3D architectures 

(  Figure 6  ) are envisioned as a new generation 

of nanomaterials with tunable thermomechani-

cal functionality, leveraging the best aspects of 

both graphene and CNTs. Such structures could 

have numerous applications, enabling effi cient electrodes for 

fuel cells,  94   nanoporous structures with very high surface area 

for hydrogen storage,  91   supercapacitors,  95   and tailored multi-

dimensional thermal transport materials.     

 From the perspective of thermal transport, recent model-

ing studies suggest that the lateral CNT separation, called the 

  
 Figure 5.      (a) Infrared (IR) imaging of temperature in a functioning graphene fi eld-effect 

transistor (GFET) with a drain bias of  V  DS  = –12 V and varying gate bias.  84   The device is 

back-gated, allowing IR imaging from the top. The hot spot marks the location of lowest 

carrier density (which changes with voltage bias) and highest electric fi eld. (b) Longitudinal 

cross section of a graphene device or interconnect, showing heat dissipation pathways 

(red arrows) and temperature profi le  T ( x ). The device, of length  L  and width  W , is supported 

by an insulator (e.g., SiO 2 ) of thickness  t  ox  on a silicon substrate of thickness  t  Si . The 

bottom of the substrate and the palladium contacts are assumed to be at temperature  T  0 . 

Signifi cant heat can fl ow to the contacts only within a distance of the thermal healing length 

 L  H , reducing the temperature of devices shorter than  ∼ 3 L  H , or  ∼ 0.3  μ m. (c) Transverse cross 

section showing heat dissipation from a narrow GNR ( W  <  t  ox ), which benefi ts from lateral 

heat spreading into the substrate and can carry peak current densities ( ∼ 10 9  A/cm 2 ) higher 

than those carried by wide graphene ribbons.  34   ,   85      

  
 Figure 6.      Schematic of a three-dimensional nanoarchitecture 

that combines carbon nanotube pillars and graphene sheets 

to achieve tunable cross-plane thermal transport. For instance, 

reducing the interjunction distance (IJD) and increasing the 

interlayer distance (ILD) could mitigate the weak interlayer 

thermal coupling of a graphene stack for higher cross-plane 

thermal conductivity. Conversely, longer IJD and shorter ILD 

could lower the cross-plane thermal conductivity, leading to 

thermal insulator or thermoelectric applications.    
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interjunction distance (IJD), and the interlayer distance (ILD) 

between graphene sheets play a critical role in determining 

the thermal transport properties in these 3D architectures.  96   ,   97   

When the lateral CNT separation, IJD, is on the order of tens of 

nanometers, the ballistic nature of heat propagation (because of 

the large phonon mean free path in graphene and CNTs) causes 

phonon scattering to occur primarily at the CNT/graphene junc-

tion nodes. These junctions, in turn, will govern the thermal 

conductivity of such architectures. Furthermore, because the 

carbon atoms and  sp  2  bonds of CNTs and graphene are the same, 

the phonon spectra are similar, and the junctions have very 

low interface thermal resistance. Hence, the thermal transport 

in different directions could be manipulated by tailoring the 

IJDs and ILDs. 

 For instance, the predicted interface thermal conductance at 

a junction  67   ,   68   ( ∼ 10 GW m –2  K –1 ) is comparable to that between 

graphite layers ( ∼ 18 GW m –2  K −1 ) and over two orders of 

magnitude higher than the graphene thermal coupling with 

a substrate ( ∼ 50 MW m –2  K –1  at room temperature  44   –   46  ). This 

suggests that very dense packing of long CNTs (i.e., small 

IJD, large ILD) could signifi cantly increase the out-of-plane 

thermal conductivity of the PGN architecture, by reducing the 

number of interfaces and “replacing” them with CNTs.  95   On 

the other extreme, using short but widely spaced CNTs in the 

PGN structure would substantially reduce thermal conduction 

in the out-of-plane direction  95   (because of the small ILD, higher 

interface density, and low CNT areal density), thus possibly 

opening several routes for thermoelectric applications where 

extremely low thermal conductivity is desired. Over the past 

few years, multiple research groups have successfully syn-

thesized CNT pillared-graphene architectures, and different 

property characterizations are underway.  95   ,   98   –   100      

 Summary 
 The unusual thermal properties of graphene include very 

high in-plane thermal conductivity (strongly affected by 

interfacial interactions, atomic defects, and edges) and relatively 

low out-of-plane thermal conductance. The specifi c heat of 

graphene is dominated by phonons and is slightly higher 

than that of graphite and diamond below room temperature. 

The in-plane thermal conductance  G  of graphene can reach 

a signifi cant fraction of the theoretical ballistic limit in 

submicrometer samples, owing to the large phonon mean 

free path ( λ  ≈ 100 to 600 nm in supported and suspended 

samples, respectively). Nevertheless, this behavior leads to 

an apparent dependence of thermal conductivity  κ  on sample 

length, similar to the behavior of mobility in quasiballistic 

electronic devices. 

 In the context of integrated electronics, heat dissipation from 

graphene devices and interconnects is primarily limited by their 

environment and the relatively weak van der Waals interfaces 

of graphene. In the context of graphene composites and 3D 

architectures, simulation results have suggested that the thermal 

properties could be highly tunable. Such tunability raises the 

interesting prospects of both ultrahigh thermal conductivity for 

heat-sinking applications and ultralow thermal conductivity for 

thermoelectric applications.     
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Join us for the 10th International Conference on Nitride Semiconductors 2013 (ICNS-10). Held just outside historic 

Washington, D.C., the Conference will present high-impact scientific and technological advances in materials and 

devices based on group-III nitride semiconductors. The Conference will feature plenary sessions, parallel topical 

sessions, poster sessions and an industrial exhibition. Mark your calendar today and plan to attend ICNS-10!

Scientific Program

The six-day Conference will concentrate on the following topical categories:

Bulk Crystal Growth

Epitaxial Growth

Optical and Electronic Properties

Processing and Fabrication

Defect Characterization and Engineering

Structural Analysis

Conference Venue

ICNS-10 will be held at the beautiful National Harbor, located on the banks of the Potomac River. This unique, ever expanding 

complex, offers something interesting and different for everyone in the family. Featuring numerous shopping, dining and 

entertainment venues, the waterfront community brings the finest options from land or water. Just minutes from the harbor, 

find one of the world’s cultural, government and historic epicenters—Washington, D.C. The architecture, monuments, 

museums and cultural diversity add up to one ideal Conference and vacation destination.
 

For the most up-to-date information on ICNS-10, visit www.ICNS10.org or the Conference website, www.mrs.org/ICNS-10.

S AV E  T H E  D AT E

Theory and Simulation

Nanostructures 

Light Emitting Devices

Electron Transport Devices

Photovoltaics and Energy Harvesting

New Materials and New Device Concepts

IMPORTANT DATES: 

ABSTRACT SUBMISSION OPENS  Early February 2013

ABSTRACT SUBMISSION ENDS  Mid-April 2013

PREREGISTRATION OPENS  Mid-April 2013

PREREGISTRATION ENDS  Early August 2013
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